
1 INTRODUCTION 

Performance reform is an important assignment in the 

current reform of colleges and universities. Research 

assessment plays an important role in the performance 

reform. Fair and accurate research evaluation deter-

mines the success of the performance reform. Re-

search work is usually evaluated with a number of 

indexes. Current index options mostly refer to the 

relevant departments of the Ministry of Education's 

subject review, project application and so on. Differ-

ent evaluation indexes play different roles, so the 

weights assigned to them are different. 

The existing distribution methods of the weight of 

indexes can be divided into three categories according 

to its attributes. The first one is a method of subjective 

weight coefficient containing the AHP, Delphi method 

and expert judgment method. The second one is the 

objective weight coefficient method, such as fuzzy 

clustering analysis, entropy coefficient, the main 

component analysis and maximizing deviations 

method. The last one is a composite method of subjec-

tive and objective weight coefficient. In order to more 

accurately determine a reasonable weight, the domes-

tic scholars have been committed to the exploration of 

various methods to determine the weights [1-3]. 

Information entropy of index reflects the infor-

mation amount of the index. The correlation coeffi-

cient between index and assessment result reflects 

their relevance. Some indexes may be sufficient in 

information but not related to the assessment result, or 

they may be correlate, but with little information. 

Thus the indexes will not play a big role in the as-

sessment. So greater weight will be distributed to as-

sessment index which has large information entropy 

and high correlation coefficients in the assessment 

result. According to the theory of information entropy 

and correlation coefficient, redistribution weight 

method for research index was explored with scientific 

assessment index in a university. 

2 THE CONCEPT OF INFORMATION ENTROPY 

AND CORRELATION COEFFICIENT 

2.1 The concept of information entropy 

The concept of entropy is proposed for the first time in 
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1856 by the physicist R. Clausius and used to quanti-

tatively explain the second law of thermodynamics. In 

1948, CE. Shannon employed it to measure the uncer-

tainty of information entropy in the information theo-

ry. Assuming that there is a discrete and random event 

X, the probability of discrete event state xi is pi. 

Then 𝑙𝑜𝑔𝑎
1

𝑝𝑖
is the amount of information in the 𝑥𝑖

state[4] . The information amount contained in differ-

ent states is different, so the information amount is a 

random variable (related to its probability). But the 

uncertainty of whole event X cannot be measured with 

it. So the mathematical expectation of self-information 

in discrete state is defined as the average amount of 

information Hr(X) which is known as the information 

entropy, i.e. 

𝐻𝑟(𝑋) = − ∑ 𝑝𝑖𝑙𝑜𝑔𝑟

1

𝑝𝑖
𝑖≥1

 (1) 

The information entropy generally reflects the av-

erage information of discrete random event X provided 

by each state  𝑥𝑖
[5]. The information entropy has the

following properties. 

(1) Non-negativity. 𝐻(𝑋) ≥ 0, the condition for 

equality is that if and only pi =1 for some i; 

(2) Additivity. For independent events, and the sum 

of entropy is equal to the entropy of sum;  

(3) Extremum. When the state is in equal probabil-

ity, that is 𝑝𝑖=1/n, the entropy is maximum 𝐻(𝑋) =

− ∑ 𝑝𝑖𝑙𝑜𝑔𝑎
1

𝑝𝑖
𝑖≥1 ＝𝑙𝑜𝑔𝑎𝑛;

(4) Symmetry. The sequence of variable (x1, x2, 

x3…) exchanges randomly, but the entropy of random 

events 𝑋 is constant value. 

According to the characteristics of the information 

entropy, the more scientific research indexes are (the 

quantity of state xi is large), the more uniform proba-

bility and the bigger information entropy could be; on 

the contrary, the information entropy is smaller [6]. So 

the scientific assessment should be based on the in-

dexes that the majority of teachers have. The scientific 

research level can be distinguished according to the 

difference of these indexes. 

2.2 The concept of correlation coefficient 

For random variables X and Y, variance of X is 

E{[X-E(X)]2}, and variance of Y is E{[Y-E(Y)]2}. The 

covariance of X and Y is Cov(X, Y) = 

E{[X-E(X)][Y-E(Y)], and then the correlation coeffi-

cient ρxy of random variables X and Y is defined as: 

𝜌𝑥𝑦   =
𝐶𝑜𝑣(𝑋, 𝑌)

√𝐷(𝑋)√𝐷(𝑌)
 (2) 

Correlation coefficient ρxy indicates the close de-

gree of the linear relationship between X and Y. When 

|𝜌𝑥𝑦| is big, X is highly related to Y. When |𝜌𝑥𝑦| is

small, X and Y are poorly correlated. When 𝜌𝑥𝑦 = 1, X

and Y are in linear relationship with the probability 1. 

When the  𝜌𝑥𝑦 = 0 , X and Y are not related.

When 𝜌𝑥𝑦 > 0, X and Y are in positive correlation.

When 𝜌𝑥𝑦 < 0, X and Y are in negative correlation [7].

3 WEIGHT ALGORITHM DESIGN OF 

SCIENTIFIC RESEARCH ASSESSMENT 

INDEX 

Research assessment is a multi-attribute decision 

making problem. The incommensurability of the in-

dexes has important effect on the assessment results 
[8]. The impact of assessment index on the assessment 

results depends on two aspects. The first is that if the 

assessment indexes have sufficient amount of infor-

mation, and the second is that if the assessment in-

dexes are related with the assessment results. 

The information amount of assessment indexes can 

be measured with the information entropy and the 

correlation between the assessment indexes and the 

assessment results can be measured with the correla-

tion coefficient. Therefore, this paper proposes a 

method using the combination of information entropy 

and correlation coefficient to determine the weights of 

assessment indexes. The specific steps are as follows: 

 (1) According the distribution range of the kth as-

sessment index 𝑋𝑘, D intervals are divided. If the in-

dex value is an integer value, it should take the maxi-

mum integer; if the maximum value is less than 10, D 

is set as the integer value. If the maximum integer is 

greater than 10, D is set as 10; if the index value is a 

real number, D is also set as 10. 

(2) Set the number of samples falling into the ith in-

terval is ni and the total sample number is N. The 

probability of the samples falling into the interval is 

𝑝𝑟=
𝑛𝑖

𝑁
. The index information entropy 𝐻𝑟(𝑋𝑘) can be

obtained from formula (1). 

(3) Calculate the correlation coefficient 𝜌𝑥𝑘𝑦 be-

tween the Kth assessment index 𝑋𝑘 and assessment

result Y. 

(4) Multiply the information entropy of Kth as-

sessment index Hr(Xk) by correlation coefficient ρxky,

which is 𝑈𝑘 = 𝐻𝑟(𝑋𝑘)* 𝜌𝑥𝑘𝑦.

 (5) Obtain the normalized weight coefficient of the 

assessment index according to the U value of all in-

dexes. 

𝑊𝐾 =
𝑈𝑘

∑ 𝑈
 (3)  

4 DESIGN OF EMPIRICAL RESEARCH 

To meet the needs of scientific research performance 

assessment in a certain university, a case study is car-
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ried out with the scientific research data in last several 

years. 

4.1 Selection of the assessment index 

Scientific research achievements can be divided into 

five categories: research projects, research papers, 

works, research awards, patents. These five categories 

can be taken as first level of the index. The index of 

patents is deleted as the quantity of this kind of index 

from School of Economics and Management is very 

small. The selection of the second level of the index is 

based on the statistical index of the Ministry of Edu-

cation Science and the characteristics of Management 

Science [9], see Table 1. 

Table 1. Assessment index system of teachers' scientific 

research performance 

First level 

of the index 
Second level of the index 

Research 

projects 

Number of national projects 

Number of provincial and ministerial level pro-

jects 

The city level project funds 

Cooperation projects 

Research 

papers 

Papers indexed by SSCI/SCI/SCIE 

A Journal by Management Science Department 

of the National Natural Science Foundation 

B Journal by Management Science Department 

of the National Natural Science Foundation 

Paper indexed by CSSCI 

Core / Foreign Periodicals 

General journal 

Works 
works 

Edited books 

Research 

awards 
awards* 

* The specification of different scores of the research 
awards is as follows: (1) the first prize on provincial-level 
incentives, 3 points; (2) the second prize on provincial-level 
B incentives, 2 points; (3) the third prize on provincial-level 
incentives, 1 point; (4) the first prize on city depart-
mental-level incentives, 0.8 point; (5) the second prize on 
city departmental- level incentives, 0.6 point; (6) the third 
prize on city departmental-level incentives, 0.4 point. 

Other science indexes and the data of assessment 

are shown in Table 2. 

Based on the methods of expert assessment de-

scribed above, an appraisal report of 59 full-time 

teachers was made. The results were in four grades: 

excellent, good, middle, and pass, but no fail grade. 

The four assessment results were corresponded to the 

5, 4, 3, 2 four assessment levels. 

4.2 Results and analysis 

The information entropy of the 13 indexes is shown 

in Figure 1. 

It can be seen from Figure 1 that there are large dif-

ferences of information entropy of different indexes. 

The highest information entropy is the native Core 

Journals or foreign journals, which is followed by 

common journals and CSSCI journals. The reason of 

the big information entropy of these indexes is be-

cause the distribution of the indexes is relatively dis-

persed. After dividing the intervals, the number of 

samples in the interval is relatively uniform, in other 

words, the index values of different people are differ-

ent, and this provides a large amount of information. 

The index with minimum information entropy is edit-

ed book as only a few people have edited books, and 

the amount of information in the assessment is limited. 

The correlation coefficient of the 13 assessment in-

dexes and assessment results is shown in Figure 2. 

Figure 1. Assessment indexes of information entropy 

Figure 2. The correlation coefficients of the assessment in-

dexes and the results 

It can be seen from Figure 2 that the number of pub-

lished papers (A Journal), national projects and pro-

vincial projects and the diploma are the highest in-

dexes in the correlation coefficient of assessment in-

dex and the assessment results. In addition, the corre-

lation coefficient of edited books and the scientific 

assessment is negative, that is they are in negative 

correlation. The negative correlation lies in no impact 

of edited books on the scientific assessment, and as a 

few samples with lower scores have edited books, the 

correlation between the edited books and assessment 
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results is negative finally. In this case, the correlation 

coefficient of these samples should be set as 0. The 

weight coefficient is shown in Figure 3. 

Figure 3. Estimation of the weights of assessment indexes 

The six biggest indexes of the weight coefficient are 

the native Core Journals or the foreign journals, pro-

vincial-level projects, A journals, national projects, 

CSSCI indexed journals, and the diploma. The differ-

ence of information entropy of different indexes is 

relatively small, while the difference of correlation 

coefficients is relatively large. So the weight coeffi-

cient mainly lies in the relevance and it should be 

combined with the information entropy to distribute 

the weights of the indexes. If it only considers the 

relevance, the information entropy is small, and the 

differences between the assessment samples cannot be 

distinguished. Likewise, if the information entropy is 

large but the correlation is small, there is no signifi-

cance to the assessment result.  

Also it can be seen that the weight coefficient is not 

equal to the proportion of the index. For example, the 

proportion of national projects and A Journals in all 

indexes is higher than that of the native Core Journals 

or foreign journals; however, the weight coefficient of 

national projects and A journals is less than that of the 

native Core Journals or foreign journals. It is because 

only a few people obtain the scores of national pro-

jects and A Journals and the amount of information of 

these indexes is small. These indexes are not condu-

cive to grading the assessment results. Conversely, 

almost every sample can obtain the scores of the na-

tive Core Journals or foreign journals and there are 

differences in the indexes value of teachers, so that the 

indexes are conducive to grading the assessment re-

sults. 
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Table 2. A group of assessment indexes and corresponding assessment results 

No. A B C D E F G H I J K L M AL* 

1 0 1 0.5 7 0 0 0 3 1 1 2 0 0.4 4 

2 0 1 0.5 2.5 0 0 0 0 14 0 0 1 0.4 4 

3 0 0 0 0 0 0 0 0 0 1 0 0 0 2 
4 0 0 1.1 39 0 0 0 1 1 3 0 0 0.4 2 

5 1 2 0 2 0 3 0 1 11 3 1 0 2.8 5 

6 0 0 0 21.5 0 0 0 0 5 7 0 1 0 3 

7 0 0 0 0 0 0 0 0 3 0 0 0 0 2 

8 0 0 2.2 0.4 0 0 0 2 2 2 0 0 0 3 

9 0 0 2.5 0.4 0 0 0 0 0 1 0 0 0 2 

10 1 0 1 0 0 0 0 0 0 0 0 0 0 4 

11 0 0 0 2 0 0 0 0 0 0 0 0 0 2 
12 0 1 0.6 0 0 0 0 0 0 1 1 0 0 3 

13 0 0 1.5 0.8 0 0 0 0 1 5 1 1 0 3 

14 0 0 0 0.4 0 0 0 0 0 2 0 0 0 2 

15 1 0 0 0 0 0 0 0 0 0 0 0 3 

16 0 0 0.5 0 0 0 0 0 1 0 1 0 0 3 

17 0 1 2.8 0 0 0 0 0 1 0 1 0 0 4 

18 0 0 0 0.4 0 0 0 0 3 3 0 0 0 3 

19 0 0 0 0 2 0 0 0 1 1 0 0 0 3 
20 0 0 0.8 0 0 0 0 0 0 0 0 0 0 2 

21 0 0 0.25 0.4 0 0 0 1 4 3 0 0 0.7 3 

22 0 0 0.4 6.4 0 0 0 0 0 0 0 0 0 3 

23 0 0 0.85 0 0 0 0 0 1 2 0 0 0 3 

24 0 1 0 0 0 0 0 6 2 14 2 0 0 4 

25 0 0 0.5 4 0 0 0 0 4 8 0 1 0 3 

26 1 1.3 0.8 0 0 0 0 0 0 0 0 0 4 
27 1 1.7 1.4 0 4 2 3 8 17 1 0 0.6 5 

28 1 2 2.05 0.4 0 2 1 3 6 5 0 0 0 5 

29 1 1 0 0.4 1 0 0 0 0 1 0 0 0 5 

30 1 3 0.6 2.9 2 0 1 1 5 0 0 0 0 5 

* A, Number of national projects; B, Number of provincial and ministerial level projects; C, city level project funds; D, Cooper-
ation projects; E, Paper indexed by SSCI/SCI/SCIE; F, A Journal by management science department of the National Natural 
Science Foundation; G, B Journal by management science department of the National Natural Science Foundation; H, Paper 
indexed by CSSCI;I, Core / Foreign Periodicals; J, General journal; K, works; L, Edited book; M, awards; AL, assessment level. 
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The pros and cons of weight coefficient can be 

measured by the distribution of the index multiplied 

by the weight coefficient. It should first normalize 

each index of the sample to [0, 1], and then multiply 

the index of the sample by the weight coefficient, by 

then, the distribution of the samples can be estimated 

accordingly. The sample distribution of weight coeffi-

cient performed by the above methods is as shown in 

Figure 4. 

Figure 4. The distribution of samples after the indexes being 
weighted 

The assessment levels in Figure 4 were based on 

year-end awards and the voting results from the ex-

perts in the last year. The scores on longitudinal coor-

dinates are the products of the performance indexes of 

each sample and the corresponding weight coefficients, 

and it can be seen that the sample distribution matches 

well with the assessment results, indicating that the 

weight coefficient is reasonable. The correlations be-

tween the selected indexes are small, and the redun-

dancy of the index information is also small, so the 

weighted assessment indexes can be employed in the 

scientific research assessment with SVM, and so on. 

The accuracy of the test result was greatly improved.  

5 CONCLUSIONS 

(1) The information entropy of scientific research 

index reflects the amount of information for scientific 

research assessment, and the correlation coefficient of 

related assessment result of scientific research index 

reflects the correlation between the index and the as-

sessment results. The combination of these two factors 

can estimate the weight distribution coefficient of the 

index. 

(2) The product of the information entropy of the 

index and the correlation coefficient of the assessment 

result can be used as the coefficient of the assessment 

result. The sample distribution after the index being 

weighted can be applied to measure the advantages 

and disadvantages of the weight coefficient. In this 

paper, the weight coefficient makes the sample distri-

bution of the weighted index match will with the as-

sessment result, and it is conducive to the training of 

vector machine and improving the test accuracy. 

(3)According to the empirical testification, we 

found that the indexes with large weight coefficients 

are always the indexes most teachers have, and the 

indexes of different teachers are significantly different. 

On the contrary, the weight coefficients of the indexes 

that only a few teachers have are relatively small. 

(4)The indexes with large weight coefficients do not 

indicate they are the most important ones. Large 

weight coefficients are conducive to differentiating the 

grades evaluation. But the most important index can 

only contribute to excellent assessment result.  
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