
1 INTRODUCTION 

As a traditional pillar industry of the national econo-

my in our country, the textile industry has made great 

contributions to the social development. However, 

with the rapid development of modern industry, the 

market is increasingly competitive. The ministry of 

industry and information technology of China formu-

lated and issued the “Twelfth Five-Year Development 

Plan of Textile Industry”, pointing out that the textile 

industry faced huge cost pressure in the international 

and domestic. For the textile industry with small profit 

margins, cost management becomes very important. 

Cost management is an important component of en-

terprise management. Building the early warning sys-

tem of cost management, that conforms to the enter-

prise production operation mode, is not only beneficial 

to the enterprise to control the cost risk and reduce the 

cost, also improves enterprise management level and 

market competitiveness[1-2].  

As the saying goes, “Preparedness ensures success, 

unpreparedness spells failure”. Building an effective 

cost early warning system is very necessary. Cost 

early warning is based on cost forecast to get the in-

formation of costs alerts. By analyzing the alerts, the 

corresponding solutions are proposed. With the wide 

application of data mining technology, most scholars 

applied the technology to the research cost. 

For example, some scholars used the association 

rule algorithm or the fuzzy rough set algorithm to deal 

with the problems of variables related with the cost 
[3-4]. Zhou Chao et al used the grey model (GM) [5] and 

made some improvements [6], such as combining GM 

with the nonlinear regression model, to predict the 

operation cost of Oil and gas. It helped the enterprises 

control the cost. Also, some scholars estimated the 

production cost based on support vector machine 

(SVM) [7-8], predicted the logistics cost based on BP 

neural network [9], and controlled the quality cost 

based on regression analysis, correlation analysis and 

fuzzy neural network [10]. Zhenyu Cai and Xingmin 

Ma analyzed the factors affecting coal production 

costs based on Wavelet neural network, and used 

SVM method to establish the model to predict the 

production cost of coal [11]. 

The research and application of these methods have 

been promoted the improvements of the researches on 

cost. But, generally, these studies are from the micro-

scopic angle to research, such as studying the enter-

prise operating costs and the cost of a project. Re-
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searching costs early warning from the macroscopic 

angle is less. So the research scope is narrow and the 

applicability is not strong. Early only James B. Ed-

wards from the macro point of view pointed out that 

the combination of data mining and cost management 

could achieve the advanced intelligent development of 

cost management and improve the cost competitive-

ness of industries. But unfortunately, he hadn’t given a 

specific model of data mining combining with cost 

management. So, studying the cost alert from the 

macro point of view is of great significance. Because 

of wide range of the research, which involves in many 

influencing factors and unstable variations, the meth-

ods used before are not entirely suitable for this re-

search. So we use self-organizing data mining method 

to solve this problem. This self-organizing data min-

ing can overcome the problems of neural network, 

such as hardly explaining the results of practical sig-

nificance, over-fitting, and also have the advantages of 

using a priori knowledge of system and inductive 

learning algorithm process. Meanwhile, the method is 

applicable to the complex system that has many inter-

connected influencing factors, especially the system 

exists noise. So, it is widely useful [12−15]. 

The self-organizing data mining methods includes 

parameter algorithm and non-parametric algorithm [16]. 

Among them, AC algorithm is one of non-parametric 

algorithms. Compared with the parameter algorithm, 

AC algorithm does not need to estimate in advance or 

assume the future trend of input variables, and it pre-

dicts completely according to the historical data. 

Therefore, AC algorithm is most suitable for this re-

search.  

2 THE BASIC PRINCIPLE OF AC ALGORITHM 

Analog Complexing Algorithm referred to as AC al-

gorithm, was proposed by Lorence [17]. When applying 

AC algorithm to the prediction, it’s necessary to meet 

the assumptions:  

First, the system is a multidimensional process.  

Second, the observations are valid during the pro-

cess.  

Third, the multidimensional process is fully repre-

sentative, namely the data set consists of the basic 

variables of the system.  

Fourth, over a period of time, the behavior of the 

process will be repeated.  

The steps of AC algorithm are as follows: 

Step 1: the generation of candidate patterns. 

Assuming: xi= {x1t…xmt}, (t =1, 2...N). Each row of 

the matrix represents a sample data; each column of 

the matrix represents an index. The pattern, Pk(i) (i=1, 

2…N-K+1) is a matrix that starts from i row to i+k-1 

row, which totals k rows. And the k is named as the 

length of a pattern. 
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Because AC algorithm uses the combination of 

continuation of similar pattern as the development of 

state of the reference pattern, so the prediction interval 

should be the same as the continuation of reference 

pattern. And we choose a known pattern that is the 

nearest neighbor point of prediction as a reference 

pattern, namely )1-(  kNPP k
R . 

Step 2: converting the candidate patterns. 

According to the principle of AC algorithm, it is 

possible one or several patterns are similar to the ref-

erence pattern. Their length of the patterns is k. How-

ever, due to the dynamic system, it may generate dif-

ferent standard variance, average between similar 

patterns and reference pattern during the different 

periods. If it happens, in order to make them be com-

pared, it is necessary to convert the candidate patterns 

to the same as the reference pattern, and measures the 

similarity between the patterns. Generally, the linear 

method is taken as the way of converting between 

patterns. Patterns are converted as following: 

 





























*
1,

*
1,1,1

*
,

*
,

*
,1

***
1

)(

kimkilki

jimjilji

milii

ki

xxx

xxx

xxx

iPT











  (2) 

In the equation (2), jil
i
l

i
ljil xaax   .10

*
. , (j=0,1…k-1, 

i=1,2…N-k+1, l=1,2…m). 
i
la0  is the gap between the similar patterns and RP . 

i
la1  is an uncertain parameter. With the data of refer-

ence pattern as a target, it can use the least squares to 

estimate each candidate pattern. 
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According to equation (3), it will estimate i
la0  and i

la1 , 

and calculate the sum of error squares to judge the 

similarity between the patterns. 

Step 3: the selection of similar patterns. 

This step mainly identifies the similarity between 

the patterns. To measure the similarity between RP

and the converted )(iPk
, it needs to calculate the dis-

tance between the i-th candidate pattern and the refer-

ence pattern, and judge the degree of similarity be-

tween the patterns by Euclidean. The step goes as 

following: 
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Then, the degree of similarity between the patterns 

is
i

i
d

s
1

 . 

Step 4: combining the continuation of similar pat-

terns to predict. 

Assuming: selecting F similar patterns, they are

FAAA ,...,, 21 . Reference pattern is RP , and the corre-

sponding predicted variables are FYYY ,...,, 21 and RY . 

Where, FYYY ,...,, 21 and RY are k-dimensional column 

vector. Then, the prediction problem turns into the 

problem of building model. The model has k samples 

and F variables that are one dependent variable ( RY ) 

and six independent variables ( FYYY ,...,, 21 ). However, 

whether k is greater or smaller than F, it’s hard to get 

good results by conventional regression method. Thus, 

it needs to use the GMDH method to solve this prob-

lem. Because the GMDH method is good for modeling 

with limited data samples, the linear GMDH model is 

written as following: 






Jj
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R YgY

                      (5) 

Where, J is a subset of the set {1, 2…F}, {gi} is the 

weight coefficient of the patterns. If gi = 0, it indicates 

that Yj does not appear in the model. When mk is 

small, the weight coefficient of the patterns will be the 

same, and totals 1.  
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Where, i is the prediction range. yN+1and yj+k+i-l are 

the continuation of predicted variables of reference 

pattern and similar pattern. Then it will predict the 

results by combining the F continuation of similar 

patterns.  

3 APPLICATION OF AC ALGORITHM IN THE 

RESEARCH ON COST EARLY WARNING 

3.1 Determining the research object and relevant 

variables  

Because of researching on the cost early warning of 

textile industry, so this paper selects the total cost (y) 

as the research object. And the selection of relevant 

variables should follow the principles, such as com-

parability, representativeness, comprehensiveness, 

operability and so on. Because of the influence of the 

internal and external environment on the textile indus-

try, the affect factors of cost mainly include the na-

tional policy, the macroeconomic regulation and con-

trol, changes in market demand, economic develop-

ment, the management level of textile industry, tech-

nology, environmental pollution, the production of 

industrial products, etc. Thus, selecting 18 indexes as 

the relevant variables are as shown in the Table 1: 

Table 1. 18 variables 

Variable 

symbol 
Variable Unit 

x1 Gross output value of textile 

industry 

100 million yuan 

x2 Exchange rate of RMB RMB yuan 

x3 Registered unemployment rate 
in urban areas 

% 

x4 Household consumption ex-

penditure 

yuan 

x5 Cost of principal business 100 million yuan 

x6 Accumulated depreciation 100 million yuan 

x7 Taxes and other charges on 

principal business 

100 million yuan 

x8 Total exports of textiles and 

textile articles 

USD 100 million 

x9 Total imports of textiles and 

textile articles 

USD 100 million 

x10 Total liabilities of textile 

industry 

100 million yuan 

x11 Revenue from principal busi-

ness 

100 million yuan 

x12 Total wage bill of  textile 

industry 

100 million yuan 

x13 Total investment in fixed 

assets 

100 million yuan 

x14 Total volume of industrial 

waste water discharge 

10 000 tons 

x15 Total energy consumption 10 000 tons of 

SCE 
x16 Total volume of industrial 

waste gas emission 

100 million cu.m 

x17 Purchasing price indices for 

fuels and power 

Preceding 

year=100 

x18 Purchasing price indices for 

textile materials 

Preceding 

year=100 

3.2 Selecting and processing sample data 

3.2.1 Selecting sample data 

In order to study the impact of variables on the re-

search object, this paper chooses the sample interval  
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from 1980 to 2012. The annual data of each variable 

gets from China Statistical Yearbook, China Industrial                               

Economic Statistical Yearbook, China Industrial 

Economy Statistical Yearbook, Almanac of China's 

Textile Industry and China Urban Life and Price 

Yearbook. 

3.2.2 Processing sample data 

In the sample data, there are exception values that 

should be corrected. And the missing values will be 

filled by smooth index method. 

3.3 Diving the warning limit and warning degree  

Warning degree, namely the size of alert, is used to 

measure the severity of alert. Generally, warning de-

gree can be divided into warning zone and no warning 

zone. The no warning zone means the total cost oc-

curred is in the reasonable range, which is normal. The 

warning zone means the total cost occurred is high or 

low, that is abnormal. According to the magnitude of 

deviation, the warning zone will be divided into four 

zones, including higher, high, low, lower. High cost 

affects industry enterprise's profit and restricts their 

development. Low cost can help the industry to save 

resources and increase profits, but it doesn’t mean that 

the lower, the better. If the industry blindly reduces 

investment to save costs, although it can bring short- 

term benefit, in the long view it’s not good for the 

development of the industry. Thus appropriately in-

creasing the cost can help the industry get higher prof-

its, and promote its development.  

Therefore, the warning degree will be divided into 

five grades, which are lower, low, normal, high and 

higher. Warning limit is the critical value between the 

grades. Based on the data set of total cost index from 

1980 to 2012, the annual growth rate of cost is calcu-

lated. Then on the basis of systematic method, that is 

following the principles of the minority, the majority, 

the half and the mean to divide the warning limit. The 

result is in the Table 2. 

3.4 Filtering indicator variables  

The purpose of filtering indicator variables is to sort 

out the most predictive indicator variables, and delete 

variables with weak predictive ability. Meanwhile, it 

can eliminate collinearity among the variables. Thus 

the paper uses stepwise regression method to filter the 

variables. Taking the confidence level with 0.05, then 

with the variables whose p-value is less than 0.05 are 

significant variables, we reserve. The others are de-

leted. Table 3 only selects the variables whose p-value 

is less than 0.05.  

Table 3. Variables with p-value<0.05 

Variables x1 x5 x6 x12 x16 x17 

p-value 0.0008 0 0 0.0031 0.0001 0.0486 

According to the result of Table 3, x1, x5, x6, x12, x16 

and x17 are reserved as following research. 

3.5 Application of AC algorithm 

3.5.1 Establishing model 

To reduce the impact caused by the dimensionless 

inconsistence and data oscillation, it needs the variable 

for indexation processing. The formula is as follows: 

100
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
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i

i
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Where, )(0 txi  is the value of xi in the t year. xi(1)=100, 

i = 1,2…7, t = 1,2…32. 

The length of pattern (k) is an important parameter 

in the AC algorithm. The different models will be 

built by different k . Taking into account the studied 

variables are affected by macroeconomic factors, and 

Chinese economic growth exists cyclical fluctuations 

for 4~5 years. So, the value of k is selected from 2 to 5. 

When k =2, 3, 4, 5, the data of variables from 2010 to 

2011, from 2009 to 2011, from 2008 to 2011 and from 

2007 to 2011 are respectively chosen as the data of 

variables of corresponding reference pattern. The oth-

er N-k patterns are chosen as candidate patterns. The 

size of sample (N) is 32, and the data of variables is 

set as the actual value for the comparison of that in 

2012. 

Based on the theory of AC algorithm, the prediction 

of the cost alert of textile industry is conducted by 

MATLAB. The range of prediction is 1. Table 4 is the 

results of the prediction. 

The data of Table 4 are anti-normalized. Then 

comparing the predictive value of variables ( iŷ ) with 

the actual value ( iy ), under the different k the corre-

Table 2. The division of warning limit of cost growth rate 

Principle Lower (%) Low (%) Normal (%) High (%) Higher (%) 

Principle of the minority (-∞, 8.99] (8.99, 11.54] (11.54, 16.59] (16.59, 20.28] (20.28, +∞) 

Principle of the majority (-∞, 4.97] (4.97, 7.12] (7.12, 23.27] (23.27, 24.24] (24.24, +∞) 

Principle of the half (-∞, 7.12] (7.12, 8.99] (8.99,20.28] (20.28,23.37] (23.37, +∞) 

Principle of the mean (-∞, 6.34] (6.34, 10.51] (10.51,18.84] (18.84,23] (23, +∞) 

Weighted average (-∞, 6.86] (6.86, 9.54] (9.54,19.75] (19.75,22.72] (22.72, +∞) 
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sponding relative errors are calculated by the formula

%100
ˆ




i

ii

y

yy
, the results are shown as Table 5: 

Table 5. The relative error in different k 

Variables 
The relative error（%） 

k = 2 k = 3 k = 4 k = 5 

y 4.98 1.80 9.11 7.93 

x1 1.36 9.53 2.80 1.53 

x5 19.76 8.15 20.48 18.99 

x6 72.59 6.35 10.58 9.25 

x12 0.12 8.20 1.36 0.16 

x16 58.68 0.32 5.60 4.74 

x17 16.97 3.38 35.62 33.81 

It can be seen from Table 5, when k =2, the predic-

tive errors of x5，x6，x16，x17 are bigger than others, the 

maximum error of 72.59%, so the early warning mod-

el of cost with k =2 has not good prediction effect. 

When k =4 or 5, the predictive errors of x5 and x7 are 

bigger, so the corresponding early warning models are 

not suitable for predicting. When k =3, among the 

predictive value of variables, the maximum relative 

error is 9.53%, the minimum is 0.32%. The errors are 

within the range we can accept. And this paper studies 

the cost early warning, so the accuracy of predicting 

total cost is critical. The relative error is 1.80% by the 

early warning model of cost with k =3 predicting, it’s 

smaller than the prediction errors of other models. In 

conclusion, the early warning model of cost with k =3 

has a good prediction effect. Therefore we use the 

early warning model of cost with k =3 to predict. 

3.5.2 Predicting the alert of cost 

Observed values with 33 years, from 1980 to 2012, are 

used as the data samples to predict the alert of cost. 

The k is 3. The range of prediction is 5, namely pre-

dicting the alert of cost in five years from 2013 to 

2017.The results are as shown in Table 6.  

From Table 6, it’s known that the warning degree of 

cost is in the “normal” zone in 2013, 2015 and 2016, 

which means the amplitude of the three-year cost 

growth is in a relatively reasonable range. The warn-

ing degree of cost is in the “low” zone in 2014 and 

2017, which indicates the amplitude of the two-year 

cost growth is relatively low. But the alert is not seri-

ous. For this situation, we propose appropriate 

measures to resolve the situation by observing abnor-

mal factors, the development of the industry and the 

relevant national policy. Overall, the total cost of tex-

tile industry will increase in the next five years. 

Table 6. The strength of cost alert in 2013-2017 

 Total cost (y)   

Year Predictive 

value 

normalized 

Predictive value 

anti-normalized 

Growth 

rate of 

cost (%) 

Warning 

degree 

2013 110.22  36900.61  10.22 normal 

2014 106.96  39470.31  6.96 low 

2015 117.25  46278.59  17.25 normal 

2016 111.60  51648.19  11.60 normal 

2017 107.30  55419.74  7.30 low 

4 ANALYSIS OF COST ALERT AND      

SUGGESTIONS 

4.1 Analysis of cost alert 

From the analysis above, in the next five years the 

total cost of the textile industry is in a state of sus-

tained growing, and its growth rate has certain volatil-

ity. It may be caused by some reasons, such as the 

increased labour costs, inflation, changes in exchange 

rates, equipment updating, technical innovation and so 

on. These reasons will bring great cost pressure for 

industry. Meanwhile, the textile industry is a heavy 

pollution industry, with the promulgation of “Dis-

charge Standards of Water Pollutants for Dyeing and 

Finishing of Textile Industry” and the implementation 

of the policy about energy saving and emission reduc-

tion, the investment cost, governance cost and irregu-

larities cost are increasing. 

4.2 Suggestions 

For controlling the cost and promoting economic 

growth of the industry, the textile industry needs to 

speed up technological upgrading, improve the capa-

bility of independent innovation, enhance energy con-

servation and emissions reduction, improve resource 

recycling, optimize the industrial chain, transform of 

the mode of economic development and deal with the 

rising labor costs. While the government needs to 

strengthen macro-control and stable RMB exchange 

rate to promote the development of industry. 

Table 4. Predictive value of variables in 2012 (normalized) 

Length of pattern 
Predictive value after indexation processing (%) 

y x1 x5 x6 x12 x16 x17 

k =2 115.13 114.92 119.21 184.82 116.01 159.65 106.49 

k =3 111.64 105.40 107.65 113.88 106.63 100.29 87.96 

k =4 119.85 119.77 119.93 118.42 117.74 106.24 123.47 

k =5 118.37 118.29 118.44 117.00 116.35 105.38 121.81 
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5 CONCLUSION 

Based on the limitations of data collection, for the 

common data mining methods, it’s hard to directly 

predict the future development trend of cost by histor-

ical data and the uncertain future development trend of 

input variables. But AC algorithm can do it. AC algo-

rithm has great advantages to solve these problems. So 

the establishment of cost early-warning model based 

on AC algorithm is effective and reliable, and its pre-

dicted results can be used as decision-making for the 

industry, government and relevant investors. 

However, this paper still has some deficiencies: in 

the paper, the similarity of pattern is measured by 

Euclidean, which is more sensitive to noise. So it 

needs to further optimize the measurement method. 

Meanwhile, the length of pattern has great impact on 

the establishment of model, but its selection hasn’t 

been reached an agreement until now. So it also needs 

to be further discussed. 
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